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Module No. - 110 |
OPTIMAL CONTROL °

-----------

Structure::

1. Introduction : Most mathematical models in

physical science, mechanics or economics can be characteriseq
by asetof functions x, (1),x,

(f ) sees M, (t) which satisfy a set of first order differentical equations of the form
dxi o

e ﬁ(x,._,x:.-.,xn;ul,uz,...,un;t) )
W’hercﬁisaﬁmc_tionof X3 Xgyeeey X

n>thUps.., Ut and . The variables u,,u, ..., un are called the contro]
variables and X,y Xy5..., X7 are called state variables.

Optimal control deals with the prbblem offinding a control law for such a iven system of differential equations

descnibing he paths of the control _variablts that minimizes a cost functional which isa function of the state variables
and cohtrol variables.

For a constrained set of equations, there will be some oundary conditons. Ifto <t<y, is the time interval under
consideration, then x,’s are normally specified at t =10 Le.,x (fo) are given fori=1, 2, ws . Thus for u; j=1,2,
..., , the above set of equations (1) determines xi’s uniquely. Normal control problem is to choose the controls
7;‘1 »ty-.., un 50 that the system moves from its unitial state {x, (0), x, (0),...,x, (0)} to some prescribed state
at7—¢,. Ifthis can be achieved, we say that the system is controllable.

If there exist more than one set of control.l' which control the system, then our problems is to find the set of
controls which control the system in the best way, i.e., we must minimize or maximize the functional of the forml

J ='f F(xl,xz...,xn,u,,u,;t)dt
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1. mnuhmn
Dscy .Pexfom\amelndsoes
3  Calculusof variations
3.1 CoﬁﬁMmelmmembles
32 Opunnmnonmmconsmms ‘

4 Optmalcontrol .

.41 ‘Ban'gliangconubl

5, Poutryagin’s Maximum Principle.

7 B’

8. References . . |
3. Performance indices: Inmoomtcommlthc:aory,theOptmmlcommlproblczmstsoﬁndacaontmlwhv:lwm‘Im
the dynamical system 10 reach atm'get or.follow astate variable (ortrajectory) and at the same timeextremize 2
pafomanoemdﬂ(whlchmaytakcscvemlformsasdmnbedbclow . '

'@ performanceindex for tme-optimal control systern”

Hem,wetrytotansferasystemﬁomanarbm'aryxmualstétéioatﬁinet;,toaspeciﬁedﬁhalm:,

'atumctlmmmmlmum ) o

'Thcconspondmgperfmnancemdexlsl I:d —t, =;f(say)

@ _Pezfonnancemdaforﬁlelopnmaloontolsystcm | - |
Oonﬂderaspanecrmpmblan. [ztn(ﬂbeﬂwmnstofamckdmgimanqmmﬁnwu;de
Mt]of&nﬂmmmpmpaumdmmcmofﬁnlmmmmmmdﬂmmhinﬁmthewmdinn
ofﬁancnmyformdatcthepaformanoemdexas '

J= ﬂu(t){dt-

Forscveraloonnols,wcmywnteltas

J= EZR;\uz(t)‘dt wbaﬁRmawu@Mng

I=1

(ﬁi) paﬁmnmuxlexformmummmcrgyoonuolsyutun |
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NSistance of the ;. .
¢ithloop) s the total power or total rate of energy expenditure of the network, then for

Of the tota) ex >
pended energy, we have a performance criterionas J = F z ui’ (I ) rdt

u’-z .

Or,ingeneral J = fo'u'(t)Ru(r)dt

Wecan think of minimization

=[x,

a

x \t)- i
be positive semi-difinite, ( ) N (r)’ -

J=x(0)V()+ _[: [x'(t)Qx)t)+u’(r)Ru(t)]d:

+ [ | T : (2
) _l: f(x(t),u(t)';)dt

Where Rj s . '

bt 152 positive definjte materix

matrics Q and R may be time Varying, The - POsitive semi-defin; ]

called a quadratic (in terms of states and cq el s matices

Orm of perf; IMan,

Ntrols) form, ° ¢ index gi
3 Bivenb i is
) | Y €quation (2)1s

or, - J=G(x(!l),!,

Dtri.'cromh S
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The Pmble'ms arising in optimal controls are classified based on the structure of the performance index J. If
e performance index (PI) contains the terminal cost function G(x(),...u(1), f) only, it is called the Mayer problem,

fihe PThas ooly the mfcgﬂ cost term, it is called the lagrage problem and the problem is of the Bolaztype if the PI
contains both the terminal cost term and the integral cost terms,

However, in this coure module, we intend to study the control problems of Lagrange type only.

Itisalso to be noted that the performance indices are sometimes referred to as payoff functionals,

3. .Caleulus of variations : To optimize a quantity which appears as an integral, we use the calculus of
variations. In other words, calculus of variation can be applied to obtain the necessary condition for a quantity
sppearing as an integral has either a minimum or amaximum value, i.e., stationary value,

Let us consider the simplest integral,
. ' - . (t 7 ‘ X o
J= ‘(F(x,x,t)dr,whercx == . (3)

Here, Fis a known function of x, m. and #, but the function x(f) is unknown. The problgm isto find a path
x =x(f),0 < < 11 which optimize the functional J. '

The value of Jis different along different paths connecting
the points P(x0, 10) and O (x1, 11). We have to choose the
path of integration x(r) such that Jhas stationary valug. We
consider two paths out of infinite number of possible paths.
The difference between the values of x for thee two paths for
agiven value of 1, is the variation of x, which is denoted by
- &x and may be described by introducing a new function
1(¢) and e to describe the arbitrary deformation of the path

S—

and the magnitude of variation respectively.

“The function 0 (#) must satisfy the following two conditions

(5) All varied paths must pass through the fixed points P& 0 i.e. n(t0)=n(t)=0

Directorate of Distance Education : N
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' it be givenby x = x* (;
Let PRQ be the optimum path, i.¢.,Jis optimum along PRQ and let it be g (

). Aismeh
V&riedpathisgiven by x = x* (z) +0x=x" (1)+ h(l‘).e.

| % :)dt where 1"I(’)=‘Ln'
Thus the value of yon PR'Q s J = ['F(x* () +n(r)e 5" (t)e, dt
Hence, fora given q(t) »Jis a function of g only.

Thetos J(E)= [LF(x* () +nie)e e ()1t

dJ(e) .
The condition for extremum of J(g) is —c}(s-) =0

" - 7
Also from the figure, it is clear that J(e) will be optimum where e=o,
' : a . dJ(g)
Thusthenec&esaryoonditionforoptimizammof.hs e = 0
Also from the ﬁgu;e, itis cleartha! J(é) will be otpimum whereg= g,
y 4 (s)
'l'l'n.:sthenecessa.tycondxtxon for optimization of Jis ‘T =Ufore=¢
€ .
d) o 8F dy OF dx OF dx
Mow dg -[(Sx,de O de & 4 )dt
u( OF oF OF
SLUoon() +—n ()£ 9.
'[(an() 8xn() ot OJdt

= [{r(x V002 ()10, |

HF(x (1) +n(r)e, (z)+ﬁ(r)e,:)'f.(z)

] '
Since FE— =0 fore = 0, therefore. '

32
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[ (F. (x1),x"0m(r) + Fx(x" (0)t)a())di =0 ®

(ovvesmsdrtetem [ £ 0.8 (4()4
[re@a] - (| {0 e o
;-E(P:)n(t)df [;-'n(to)=ﬁ(rf)¥'0]
@y - [ (E)()e -—;—’;F;ﬁn(r)dr -0

or, E{F;-%(F;)}n(t)dtzo |

Since 1 (t) is arbitrary deformation of the pz_\th,- therefore

e }- F .o | - ©)
This equation is known as Euler-Lagranges equation or simply Euler’s equation and is used frequently in he

study of calculus of variations.

. Note-1: Whenx is givenatthe end pointstoandtl, equ. (5) gives the necessary condition for the optimal

path.
Note-2 : Whenx isnotgivenat
the end points are also arbitrary. In this
i 8F ' -8—E-= St &t=t=1,.
mgﬂhcrmth{n;g_c-]) =0’w"65c Oatt =14, ,

boththe end pﬁlaints toand,, thenn is completely arbitrary and its value at
case, the necessary Conditions for extremum of Jare given by equation (5)

|
| i e
33
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x(1)=2,

E—E}i _ 0’ giVeS T‘(ro)= O'al'ld

= 1o, then .
. at1=10,1 [ ox J;
Note-3 : When x is given at one end point only, 52¥ o

'W coﬂdition-

ersali
=0 ate=r,. These end point conditions are called transv

dr where, x(0)=1
he funcnonal-f .E _ and

Exatiple 1 : Find he curve x =x(f) which minimizc t

Solution : The Enler’s equation for this problem, is given by

d(BF) 0 where F(x,%,t)=% 141
de\ o

. . 0, |
Now (BF] 0 and 8—-}:— = 2x, so that -——(Zx) 0= 0 or X
&k &% |

or,x = At + B, Where 4, B, are constants.

- From the end conditions, we have x(.O) =1=>A-0+B=1=>B=1

and x(1)=2=> 4+B=2=>A4=1

Hence, the optimal path is x(f) = +1

and the con'espondl;ng value of Jis J_c(x? + l)dr = £(1+1)dt =

Example 3 Find the function.x(1) which minimizes the functional J [ (%* + 1) wherex(0)=1, butxcam

take any valueat £=1

Since x is not prescribed at the end point 1 =

Solutin. Here also F (x, J'c,t) = j—’i +1

1, we have the transversality conditoin §£ =0r=1,i¢

.72:(1):0

34
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L) g . q d -
Now the euler’s equation for this problem, gives -;;(Zx) -0=0,

or =0, or,x=At+ B, Where 4, B are constants,
Using the conditoins x(0)=1 and x.(1) =0, we have B =1 and A=0
- x(1) =1 foralls. |

The optimum value of Jalong x(f)=1is J = _E (0+1)dr =1.

3.1 Cost functional involving scveral dependent variables :

t the integrand F be a function of one independent variable ¢ and scveral dependent variables

%, (1), %3 (£) -+ %, (f) . These dependent variables are functions of f only.

‘Now thepmblcm is to find the fanctions X, (£),%, (), X, (#) suchthat the ntcgral

/

J= I_F(x,,xz, s X s Xy ,x,,,t)dt (6) may be statonary. /

Let us consider two paths out of mﬁmte number of paths between two pomts P and Q, Such that the
difference between then may be described by the functions 1, (1) ande. . /

The function 1, (t) must satlsfy the following two conditions :
@ Alltheneighbouring paths must pass throught the fixed pomts PandQ,ie. n,(t)=1,(1)=0

® ™ () must be differentiable.

LetP&Q (Figure 1) be the path along which J has stationary value and PR'Qbea nelghbounng path. If
xk and %'k are the values of x, and X, along the optimum path, then the values of X Xaaten x_ interms of

n,(¢) and eare x; = x, + 8, =x,+en, (1), i=1,2,.1

If the integral has stationary value along PRQ, then
J(e)= f‘ F(x, +€nyy % +ENgaeens Xy E1,» Xy o+ EMyeens K11+ M, 10 Q)

Now, J(&) is statonary for € =0, as in case of single dependent variable. Differentiating (7) withrespecttoe,

35
Directorate of Distance Education
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“ehm _*_ f Z[ OF dxk' "

- ‘fnr-d'[ aF] f“*dt[ax]

36

X'k de ok de

- fiz.:(?ai%“‘ 0+ 25, (r)]dr
| ﬁow [i]d{:_)] .[Z[Th"_ 1,

Since (x') = ™ X
. =0 xt and (xk )¢-0 = x‘.

oF
dt =
ax,) e

Inte_gx'aﬁng the second term by parts,

[smce M (4 )= N ('l) =0]

 Using this result, equaiion' (8) becomes

-——.—-—

o,

2

dt~ |'

ssansene YY) N s esassrsiseansne,,
p UL seaneseR®
eaes .
smsnr
smenese

essnsanvssapaenant §
) . . tsasranes “.
0
\
\

de

N A LN ‘ (8)
Thecondmon for the pathalong which Jhas stationary value is[ ] =0
e=0

®

d( oF
. dr[?az]d'

Direclorate Of Nictanss R
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 Since hm are perfectly arbitrary and mdependent of one another, the terms within the square bracket of
quation (9) are separately zero, Thus,

oF df(oF
&, dt

ax) 0,k=123,. . | 10

Equation (10) represents a whole set of Exiler-Laangrange equations each of which must be satisfied for an
. evireme value,

Example3: Find x and y as functions of ¢, so that
J= [[ )— mgy]dt
'May have stationary value. It may be assumed thalt xand y are given at to_@d 1.
Solution : Here, F = %(iz + ) - mgy ct;ntains two dependerit variablesxand y

Thus, Enler-Lagrange equations are

oF d‘dF) QE__E_[ j
o) YE

'I'heseequationsreduoeto

L dy -
d . — +mg =0,
gm0 gmyrme=s.

. | 1,
Which give x = ¢t +c2’_and y = "58' +dt+d,,

. . IR ‘ 1 -
' . T T =——gt* +dt+d,,

Let x(8,) = ‘ i R
g in . 'onWi‘hom straints | |
’ =x,(f)t0 <+,(i= 1,2,'...,n) which maximizes or minimizes the

Let the problem isto find the path X, =

cost functional

| 37
Directorate of Distance Education
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dt
J '[‘F(xnxz; ,x,,,x,.xu 'x"’t)
== 12
Whemmssausfythcconstmnts , o e - [) 0 . (1)
) O&h(xl Xy v Xy Imary uemumofaﬁlnctlonb}'lnﬂﬂducmgtwo
lvconofd
w—ayasweso
- functional 35

g (xl S I xn;ipx.zr")
We solve this problem in the
Lagrangian A and p and forming the angmented cost

J = _[:(F+ Ag+ p,h)dt es mu]ﬁplicrsarefound from the

. dthela
Now, we find the extremum of these functional as before at

ts.
Euler’ Sequatlonsn for this new funcuonal andthe given constrain . o
xample 4 ; Find the stationary pathx = x(t) for the functi

Subject to the boundary conditions
x(0)=0
x(0)=1
(=1
#(1)=1 ‘
Solution. To eliminate the second order derivative form the functional J, we introduce two variables, namely

X, =xandx, =x

asitis supposed to be a function of £, x and x only. _Thus the problem reduces to funding the &mw of the

s=4F
_ functional P

with the boundary conditions x, (0) =0,
5 ©O=1"
x, (1)=1
%, (1)=1
my(1)=1
and the constraint x, ~ %, = 0

38
Dtrectorate of Distance Educatio®
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The constraint is incorporated into the functional J, using Lagranges multiplier A and we formulate the

m‘cd functional as

J= £D+ﬁ+mn—&]m

To find the optimal path of this functional, we solve the corresponding Euler’s equations given below.

OF d|OoF
.Forx,:-gg--d—l(&} 0 where F = 1—!—::,»7»(::2 x,)

or, d(‘l) 0

o, A =0

or, . = constant indendent of ¢
B SF d -0

For & ae, dt &

or, A\—2%,=0

A
or, ¥, = = = A(say)
2
g or,;'t2=A!+B

A

or’xz" 2 BZ-I'C
A‘ “—+Bt+C
2
AP

Or, -—? ——2—"+Ct+D

Where A, B, C, D are constants.

Directorate of Distance Education
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[ 0 =()
Now, using the bmmdmytnndmonxl( )

2
.-.x,(r)=i;-+m+(?

A B

o (1y=1] pives —+—=0
Againx (1) =1 gives 5 2

A =Re=
and x,(1)=1 gives £} +B=0, sothatA=8=0

and thus x({7) = x (1) =1

Hence, the optimal path is giver: by x(t) =1,0<t<1

2
. d’x i }
and he corresponding value of the functional is J = E 1+ ?de' - |

Aﬂ Control.

y the help of the following exampks, the problems of optimal.control are illustrated in this section.
xa

mple S : Aparticle isartachedto the lower end of a vertical spring whose otherend is fixed, is oscillatirg '
about its equillibrium position. If x denote the particule’s displ
differential equation for this motion is ¥=—-wix

acement from the equilibrium position, the'governine

Ifthe particle is at its maxim-.m displacement x = g ot time /=0 and at this instant of time, a force i peruni

derto bri s narti .
] rto bring the particle to rest whenits displacement is zero, find sucha foree

u.
Solution. After the application of |
n. After the application of the force ; g1 4= atnd =0, the governine d; .
¥=-wx+u. : - eming differential ¢ quation becomes
I'he system can be represented i the [
o orm of first ordey differentia] equat
_ ations by using the vanabl&sx,"'ﬂ“d
as X, = -w,x, +u and x, = X,
40
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With the oonditions_xl(o) ~a andx,(0)=0

Now the control problem is to choose u
- $0
some subsequent time, that the system (x,s x,) moves from (a, 0) atr=01o (0,0) at

Asaninitial guess, let us assume =constant=¢

- Thenwe have x, = —W2x1 +C
o ¥ =-wix+C

, C
or,x, = 4 cos wt + B'sin wi+— .
W

and x, = X, = ~Awsinwt + Bwcoswr.
Att=0.we'havexl=aandx2=0

s B=0and a=a-5

w!
-‘-x.=[a:--g-)coswt+s-
w? w?
‘and =(a-£]
20T

The vilue of x,, i.e. velocity will again becomes zero when _f=—- At that time

C - " s ' ‘
x, = —(a - 7).,.;2_ =-a +;2—. By the given condition, x,, i.e., displacement must be zero.
2C .
s-a+—=0
T
aw?
=7

Hence the contro] variable, i.e, force ¥ =—2— takes the system from (a, 0) at#=01to (0, 0) at t=-:% and

the system is controllable.

Directorate of Distance Education ' 41
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. ial equation ¥ ==X +u, Where xang

Ex’ ifferent
. Jled by the di
ample 6 : An electrochemical system is mode |

ctions of time .

i al J"' (x auz)dt thnalsadlswsab € i l
j i cost ﬁlllcllon + ‘ ' CO

. . fi i ‘.
Solution : As beft onvert the given second order di ﬁ'ercnual equation to the first order dlﬁ'crqma]
ution : ore, we ¢

 equation by introducing the state variablesx, andx,

* The end conditions for an electrochemical
t—>a

_ SRS

as x] =X

and'x, =% =x

Hence, the variabels x, and x, satisfy the equgtions

X, =-x,+u

and % =x,

syéiemareﬂlthandxarégiven at#=0and both tend to zero s

In terms of state variables, the aBove end cﬁnd
x(0) = a (say) |
x, (0) = b (say)

—>0andx, 50as,,,

’

itons can be represented as

Where, zand b are constants,
Hence the problem reduces 1o minimizing

Jzé f(x,’ +au’)dt
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oF d|oF
e,
d\
orlrl-_—dT-o
or, X, = A
g OF _d(3F)_
ax, dt\ o
dA
-p+A——=0
or, K M
o, p=2A-1
foru;-a—i-f--c—f- _"f_ =0
&, di\ &,

or, au—A=00r A =au.

Combining these threerrelations ¥, =A@ = A~ and A, = cu along with the constraints, we can eliminate

_» and p and and solve for x,, x, and u as follows.

ﬂ'_"l_-_"_’_(ﬁ)_ﬁx_lgfi(ﬁ)=ﬁ’z_(_x +u)
a* dP\di) di, df\d) ar* " "’
dt\ dt

d
=Et-(-x2+u)+u |
= % il +ii

=% £+%(': A =ou)

Directorate of Distance Education 43
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=55

=f,--i—}l( p=r-4)

=X -}l;xl("-.-"‘l =h)

: o
or, (D"Dz+'l-]xl=0,Whered‘§; '
dependsonthedwioeofmedimk

This indicates that the soluuonof x1,x2 and the control vamble
1
comtantcx.qusimplicity,letuschooscG rs 'nwnmeaboveequannreducesto

[D‘ )xl 0
= {odlo-d)f -

| : 1
or, (1) = (ct +¢,)e® +(cst+c,)e™

' Where ¢,, ¢,, ¢,, ¢, Bre constants Mﬂchafftﬂ be evaluated with the help of the end conditions.
As x, 5 0'as t - &, Wehave ¢, -, =0

,,x,(t)-(f‘.“‘cz)’ *Sothat x, = x, =cle7}‘7

1 1
_75(0’“"")"75
| .
7502 =)

Now, x,(0y=a gives ¢, =a, and x {(0)=b gives ¢, -
' [

Directorare of Distance Educatio"
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..,-u'= £+, =B(l _ JE)[M_%), ~(Va-1)p- _;_]e-;;;-

Thus, we have determined the control variable u which minimizes the functional J.

Representation of the solution by block diagram :
The solution of the electrochemical rpocess control problem can be illustrated by a block diagram nothing

that u is of the form u = a,x, + d,X,, '
Wherea,, a, are constants to be determined.
Comparing the co-effcients of £ and constant terms from both sides, we have

oo ) (oo Bl
ic. 20, =23, =(1-V2 )
and —(\5 -l_)b—-;— =aa, +ba,

i.e., aa, +ba =—-‘21+(1-J§)b

=
Slowing, we get 9, =5 and a, =1-2

cau(l)= _%xl (:)+(l - \/E)x,l (1)
Directorate of Distance Education 4
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4.1/ Bang Bang contro] | . |
A concept of Bang Bang control is illustrated by the followihg si.mple physical example.
Letacarisdriveed froma stationary position on a horizontal way to a stationary position ina garage movig
*_‘totgl distance ‘a’. The available control for the driver are the accelarator and the break (for simplicity we Conside
10 grear change). The corresponding equation of motion for the car is
d’x | .
@~/ | (13)

Where, /= /(1) represents the acceleration or decelertion clearly, fwill be subjected to both lowera |

tpper bounds, Le/, maximum acceleration and maximum deceleration so that ¢ < f)<p

- Where 8 is the maximum possible acceleration andaisthe
isto solve the equation (13) subject to the constraint (14) with

x(0)= 0’(£).=., <]

the initial conditions.

dt

dx - 4 =
dx(T)=a,| —=| =
andx(7) .a,( drl.r"o - 19

46

maximum possible deceleration. Now the problen |
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T d[ ‘c_'dx = Erix -
&

Where Vis the velocity of the car. Regarding v as a function of x, we can have the end conditions in terms of

dx dfadx)_d dvde dv
Now, f="":'=_(“—)="“(\’)=———=_.v

dr*  dt\dt) dt de dt dx
d(l ,)
= — -—‘_l
dx\:2
_%
dx
Where, §=7Y oL V= 2g
1 1 J a6
= (la=[—
% Ev- EJEE
With g(0) =0 and g (a) =0
: amn
Alsouchavef—— g.or "f 0 7

Th l ndu@ problem s to find the control fwhich minimizes the functional T givenby (16) subjectt the
e

traint (17) and the inequality cOnstrmnt (14) along with the end conditions g(0)=0and g (0)=0.

cons

Now we change the inequality constraint (14) into the equality constraint by introducing another control’
| ' (18)
variable zwhere, 2, = (f +a)(-f +B)
zbeinga real variable and if the inequality constraint (14) is satisfied then 22 > 0.

Hence the problemis to minimize T given by (16) subject to the equality constraints (17) and (18) along with
the end condition g 0)=0 and g (a)=0.

47
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We formulate the angmented costfuncnonal } .
d | ’—(f*a)("f+ﬁ)
o [ vo{2-r) R
Jog & esmultipliers. The optimal pa
£ ga pare P8
trol variable 8057

Where? is the stae variable, fand z ar¢ ol
will satisfy the followmg Euler’s equalitions forg:

132 +a)(-'f+ﬁ)}
F_9(2F) 0 e e e )V

og dx\og
| (20)

or, —(Zg)—m —% =0

oF d(oF
forf dx(@z ) 0
(21)

or, —A+2yf +pa—pp =0

for /1 2= i d (BFI')
o dx\dz

or, 2uz =0 (22)

From (22), We have eitherz=00rp=0

Ifm=01from(21)A= 0 and from (20).g —>a which is clearly not possible, T will be zero if g—a.

Hence, m # 0, so,thatz=0

(f+a)(-f+B)=
Which gives f=-a orf=f3.
Thus on the optimal path, the acceleration and the g |
eceleration forces tak
¢ their maximum values.

Hence from the nature of the problem, we may conclude that ;
then after time ¢ =7 (say), the maximum deceleratiop .~
t=T.

. The equation of motions are

ally maxim
aisappli ledtobml,y um accleration 8 1sapphedﬂﬂd
Bthe carto rest (velocity is zero) at ime
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i —f—'{ B,0<t<t
dr’ \-o, ST 23)

HisERSEE mm.w asw itching device the change from f to—o: takes place at atime =7 which isto be
gacmined |
From (23) we get, on integration.
de | Br,0stst
d |-a(t-T),t<tsT
s :

()= iprifor0<t<t
_szx(t—T)+afor'rst§T

dx :
Now, d (f) and —&; must be continuous at # = { then we have

Bt = a(I—T)

and %1’ =%(‘t--T)z +a

. 2aa _ 24)

e ————

Slowing,we get-'! = ﬂ(u. " B)

2a(a+p) , B 7

W%T: of

position ata d;lstancc“a' is given by (25) and the

Hence the minimum time to bring the car in the stationary :
ywhere tis given by equation (24).

optimal control to be applied on the car is given by equation (23
-~ Graphically control can be’represcntgd as follows.
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. | o |
tinuity inf; as We switch it over from its m: ximyp,

The glﬁph reverals the fact thatat /=7, there isadiscon

: is referred to as barg 20
positive value to its minimum negative value. For this reason, thistype of control 1STs bang , e

9 db
do b _,

. : + e
Example 7 : Angular motion of a ship is described by an equation dt dt
Where p is the rader setting which is subject to the constraint | pl <l
o A0 oo
Tochangetheangle § = ¢ to 0 = 0, itisrequired to make 7 = (). Find p to minimize the time1 ken for

correction. _ _
* Solution : Let the time taken to change the required direction is T, which is given by

refar=[ % (Lo [ L

do
w=—, i : . :
Where " Nowregardingwtobea ﬁlnchon of g, we have a state variable w which is the inde sendent

variatle. Expressing p interms of w, we have

D‘ »
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Where p is the control variable.

Now the problem is to choose w to minimize T subject to the constraints p = w(% + 1) and l p\ <L

e replaced by introducing a new control variable z as

The inequality constraint \ p\51 can b

X =(p+1)(—p+l)
Now We construct the augented cost functional as

.T. _ E{lw+l{p—w(l+%)}+%{zz —(p+])(—p+l)}]d9

Where A and p are Lagranges multipliers.

Forthe optimal path, the Euler's equations are given below.

Forw;i_i(_ﬂ@——)
dw db dB=O '

Where, F=—:;+?L{p—w(l+ w)}ﬂ;{;;’ _(p+l)(-§p+l)}

1 Y
_;’.2__1(1+w')—(_-—lw)+kw=0

or,

LY

or, =—tAW
w

_ | |

o, Aw-A=—7%

w
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For :P:a_F_.i[apJ=o

o dolap
o, A+2up=0
on  A=-2up
" For z:gﬁ—i(g_J=
& dolap’
o, 2uz=0

o oie (1 EPTD=0,00p=41,
As in the previous problem, p =0is not possible, 50 thatz=0,i.e- (7

' dB_O
Now g at =0, we have § = g and i

Therefore, initially the control should be =1 and at theand ofthe path it shouldbe p=1. Assuming that ther,

is only one switch which changes the control fromp=-1top= 1, we determine the time when this swtich over
takes place. For p=—1, the given differential equation can be written as

—l=w[l+ﬂ] )
do . .

wﬁw——1+w
or, y

_w__@_l
% 1+wde
Integrating we get.

w-log(1+w)=-0+c,,¢, isconstant,
At =d,w=0, Therefore, ¢, = aand s0, 6'= -+ log(1+ W)+ a
Similarly, for p; 1, we have

l=w[1+i"—')
do

52
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w
——dw=df
b 1-w '
[ntegrating we get,

W log(l - w) = q +¢,,C, isaconstant.

At 0 = 0, Therefore c,=0and so, 8.=-w- log(1-w).
The switch over for p=-1 top =1 occurs when the value of g from the above expressions are equal

Se,—W log(i +w)+a=-w-log(1-w)
o, log(l - wz)+ a=0

o, 1-w=e-a

o, w= Jl-—e’“

Substituting this value of win
9 =—w—log(l- w), we have the corresponding value of 8 as —f1— o log Jf_ e
Thus the control pis given by '

~1for 8c <0<
P= “1for 006 <6¢

c;—ﬁ—log(l—ﬁ)-

ontryagin’s Maximum Principle.
In this section, we present the theoretically interesting and practically useful theorem due to pontryagin in

connection with the optimal contrd theory. ‘
Letthe given control system is governed by the ordinary differential equation.

x(t)= f(x(1)),u(1).120
Where x(t) = (,, %35+ ¥1)(eR" and u(F) = () tys--er um ) €rm, x(¢) being the state variable vector

and u (f) being the control variable vector having the range set 4 < R™ and A be the set of all possible controls.
_ Lettheinitial condition be given by

x(O): xo =(x|°,xg,...,x:) .

and the pay of functional be
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7 [ r(x(e e+ g (x(7)

. o .
Where the terminal time 7> 0, running P2y

wiven,
Then the problem is to find aco .
Let us define the ontrol theory Hamiltonian o o
and aeA. Here the newly introduced variable vector P!
Jem unde

Lagranges multiplier. i prob
Now we assume that U* be the optimal control fo _

corresponding troaectory. Then the pontryagin’s
p":[0,T] = R suchthat
% =ApH (" (), p (.U (1),
- p ()= -ApHE O, OU O
and B (1), p (.U (0) = max H(x' (0, 7' (:2):

signifies the name of the theorem.
Also we have the terminal conditon _

p(T)=Ag(x"(T).

' Furthermore, H(x" (1), p' (1), " (1)) is independentof £
We now illustrate the pontryagin’s Maximum principle by the following model for optimal consumptionin

e A
Jin minimize e a)p+’ (x,a), wherex, p ¢ p.

{unction H(x‘i:mw. ¢ may b€ considered as a sopy of
led the ¢

ntrol v such that

¢ consideration and x" be fy,
s the existence of @ functioy

which

simple economy. .
Let x (1) = output of the economy at time f and u(/) = fraction of output reinvested at time £. We havethe

constraints 0 < u (t) <lie,A= [0, 1]. The economy evolves according to the dynamics

x(t)=hx(t)u(r),0s1 < T}

x(0)=x°
Where k is a constant, known as the growth factor, In thi
: . Inthis case we set - 0
maximize the total consumption | the growth factor k=1, We wan!
_oF

J
ox

1 o ' i
PPy pontryagin’s Maximum principle, and to simplify

notation we will not write the superscripts * for the optimal contro trai
> Hajectory, etc. Here we haven=m=1
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f (x"") =xa,g =07 (x3a) =(l-—a)x; and therefore
H(x!p’a)::f(x’a)'p"‘r(xva) = Xap +(l—a)x =x+ax(p_l).
mcd)mmnﬁcalsym%

g OH -
x(!) = —Sg'(x, p,u) =ux

- oH
o B2k (3 pur) =-1-u(p-1)
The second equation of the above system is called the adjoint equation.

b0 nalcondipisaives P(T)= %;g-(x(l‘)) =0
Iast}xthema}umallty principle asserts .
H(x, p, u)=max H (x, p, 3)
- ael,1] .
= max {x() +ax () @) - N}

ae [0, 1]
Since x{(f) >0, at each time ¢ the control value u(f) must be selected to maximize a(p(f)-1) for0<g<l.
1uf p(r)>1 '
t)=
is known, the optimal control can be designed atonce. Sone
terminal condition.

Henceifp xt we must solve for the constate p.
We have from the adjoint equation and the '
p(0) ~1-u(t) () 1)) <t <T andp{N)=0
Since p(T) =0, we deduce by continuity that p(f)<1 for f close to T, 1<T. Thus u(f)=0 for such valuesof 1.
Therefore p(f)=—1 and consequently p(1)=T -1 for times ¢ in this interval, So we have that p()y=T—tsolongas

p(f)<! and this holds for 7-1<<T.
But for times 1<T'—1, with £ near T-1, we have u(f)=1 and so p(f)=-1-(p(1)-1)

Since p(T-1)1, we see that p(f)=€"" > foralltimes 052 < T — 1. Inparticular there are no switches

in the control over this time interval.
Rstoring the superscript ¢ to our notation, we deduce that the optimal control is

r
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,f "<t <l
=T-1 titisalsoan cxample of a Bang Bang
For the optimal switching time {* = - model shOWS tha
tio
The solution of the production and consumpt! i
control. o i
or dilierent \
6.  Conclusions | control. Perforamnce indices ; types o
foptima lculus of variations and
In this module, we have studied the theory @ .- theca ¢
e d two techniques, namely tions, the Eubr-Lagrap
control problems are discussed. We have use Usingthe calculus of variatio e

Pontryagins Masximum Principle to solve the contrll problems. | rajectory. Pontryanins Maximum Prmclp]e
btain the optima
equations are deduced and those are solved to 0

ether with the opnmal trajectory satisfy some

asserts the existence of a function called the costate, which tog Bang controls are illustrated through
equations which are analogus with the classical Hamiltoman dynamics. Bang

examples.

7. Exercise
()  obtain the performance index for general optimal control systems. When a control problem is said to be of -
a) Mayer type b) Bolza type c) Lagrange type?

() ProvethatJ = J: 'F ()’s V,x ) dx will be minimum only when —d-[gi} - g‘_
= dx ay' aJ"

(1+y)

(i) Show thatthe functional J = J: dx will b
€ extr i :
€mum of Y =sinh (C'x + c2 ) where CI' sz

arbitrary constants,

(iv) Find the least value of the integra] I o 1+ dy dx
‘¥ \ax where 4 i5(~1, 1)and Bis(1, 1),
(v)  Obtain the necessary condition forthe existence ofg gar: ‘ -

Salionary va|ye of
- , the functj
J—- ‘[:F(_}’l,yz,'---aynsyn}’2];--u}’n',X)dt) onal

56
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» 1 "3 by 2
) Findx andyas functions of ¢, so that [ -2-(x +y ) —mgy \dt
\ (]
May have stationary valu. It may be assumed that x and y are given at toand /.

(vi) Asystemis described by X, = -2x, +u andthe control u(f) is to be chosen in order to minimize L u,dr.

. 4 elf
Show that theoptimal control which transfer the system from x,(0)=1 tox,(1)=1 s given by ¥ ==
] ) . : ‘_ix__l_ =X, and jdlz_ =X,=U
(i) Anelectrochemicalsystemis characterised by the ordinary differenial equations == 72 &S g~

1@ 42\ i i
Whemuisthecontrolvariablechoseninsuchawaythatthe’costﬁmctmnal-i E(xl +4u )d‘ is minimized.

Show that, if the boundary conditions satisfied by the state variabels are x,=(0) =@, x(0)=b whether a-, b
are constants and X, (R)0, x,(R)0 asto (R) a, the optimal choice for wis u=-0.5x, (- 0.414 x,(1)

Tllustrate the feed back control in a black diagram

dx, 5 :
H t 3 —_— - —_— = X a
) An electrochemical system 15 govemned by the equations = 4, x, +u and a , where u1s

| 16 .\ L.
control variable so chosen that the cost functioneﬂ J= E(xz +"5‘“ )dns minimized.

Assumig the boundary conditions as in the previous problem, show that the optimal control #is given by u(f)
= —0.366x,(1) - 0.443x,(1)

o al .
(x) Inaninventory control production schf;duting problem, the governing equationis -‘; = p where I-KN1s

the invenvory level and p=p(f) is the production rate remaining after the demand has been met. Itis planmtd
that overa fixed time interval )<t<T, I should be increased from its value 10 at £ =0Dby decreasing pinsuch
a way that the cost functional '

J= LT[(Q—I)Z +a’p’] isminimized,

Here, Qand a, are positive constants and 0 > 10, Determine the optimal production rate pond the inventory
level.
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(x1)

(o)

o

The cost of a chemeial process is described by the functional J/ = _E l}’ 4 Yy '
. 2 Where ()

Ify(1)1 i : .
- (1)is no-t specified, using the transversatity conditions at x =1, determine the opti
responding value of Jand Compare with the earlier result prmLm &Qieﬂol-ywh

DSCﬁbC the POI'I in’ 1 inci | p e
tl'}'ag'ln S Maxlmum Prmcnple and illustrate it Wl.tll the hel ofan €xam l
p b’
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